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• Score-based diffusion models (SBDM)

• Energy-guided SDE (EGSDE) and its application in (Unpaired) image-to-image (I2I) 

• EGSDE in a big picture

Outline
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Denoising diffusion probabilistic models

Data distribution Gaussian noise

Forward diffusion: a Markov chain with Gaussian kernel

Image credit: Sohl-Dickstein

Jonathon et al., NeurIPS 2020
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Denoising diffusion probabilistic models
Jonathon et al., NeurIPS 2020

Image credit: Sohl-Dickstein

Backward diffusion: a Markov chain with Gaussian kernel

Data distribution Gaussian noise



From finite steps to infinite steps

Limit of

Rescaling by 𝑁 ( )

𝑞 𝑥!|𝑥!"# = 𝒩( 1 − 𝛽!𝑥!"#, 𝛽!𝐼)

Reparameterization

Song et al, ICLR 2021

VP-SDE
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• Forward time

• Reverse time

From finite steps to infinite steps
Song et al, ICLR 2021



Energy-guided SDE (EGSDE) and its application in (Unpaired) image-to-image (I2I) 



Unpaired Image-to-Image Translation

Training

··
·

··
·

source target

Inference

source image translated image



What is good translation?
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Ø Be realistic for the target domain by changing the domain-specific features



What is good translation?

source image translated image

Ø Be realistic for the target domain by changing the domain-specific features

Ø Be faithful for the source image by preserving the domain-independent features

pose, color



GANs-based methods dominated this field due to their ability to generate high-quality samples

GANs-based methods

Image-to-Image Translation: Methods and Applications, Pang et al. 2021 ;The Spatially-Correlative Loss for Various Image Translation Tasks, Zheng et al. 2021

CycleGAN (Zhu et al. , ICCV 2017)
DualGAN (Yi et al., ICCV 2017)
U-GAT-IT (Kim et al., ICLR 2019)
……

GcGAN (Fu et al., CVPR 2019)
CUT (Park et al., ECCV 2020)
F-LSeSim (Zheng et al., CVPR 2021)
……

two-side mapping one-side mapping



Motivation

Training same as SDE

··
·

target

SDE

Choi et al. ICCV 2021; Meng et al, ICLR 2022;



Motivation

Training
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·

target
Translation only in inference

SDE

SDE

translated image

source image

Choi et al. ICCV 2021; Meng et al, ICLR 2022;



Motivation

Training

··
·

target
Inference

SDE

SDE

translated image

source image

Choi et al. ICCV 2021; Meng et al, ICLR 2022;

Did not leverage the training data in the source domain at all



Energy-Guided Stochastic Differential Equations ( EGSDE )

Zhao et al, NeurIPS 2022

pretrained

targetsource

training data



Energy-Guided Stochastic Differential Equations ( EGSDE )

Zhao et al, NeurIPS 2022

source image

pretrained

targetsource

training data

Following the SDE and decreasing the energy at the same time 



Choice of Energy

Zhao et al, NeurIPS 2022

Be realistic for the target domain by changing the domain-specific features
Be faithful for the source image by preserving the domain-independent features

Ø Recall the goal of I2I:



Choice of Energy

Zhao et al, NeurIPS 2022

Be realistic for the target domain by changing the domain-specific features
Be faithful for the source image by preserving the domain-independent features

Ø Recall the goal of I2I:
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Choice of Energy

Zhao et al, NeurIPS 2022

Be realistic for the target domain by changing the domain-specific features
Be faithful for the source image by preserving the domain-independent features

Ø Recall the goal of I2I:

Ø Decompose the energy function ℇ(𝑦, 𝑥, 𝑡) as the sum of two log potential functions:

ℇ 𝑦, 𝑥, 𝑡 = 𝜆! ℇ! 𝑦, 𝑥, 𝑡 + 𝜆" ℇ" 𝑦, 𝑥, 𝑡

= 𝜆! 𝔼#!|#(%!|%)𝑆! 𝑦, 𝑥( , 𝑡 - 𝜆" 𝔼#!|#(%!|%)𝑆" 𝑦, 𝑥( , 𝑡 ,

where 𝑞(|)(𝑥(|𝑥) is the perturbation kernel from time 0 to time t in the forward SDE. 𝑆! ·,·,· and
𝑆" ·,·,· are two functions measuring the similarity between the sample and perturbed source image.



Choice of Energy

Zhao et al, NeurIPS 2022

Ø Suppose 𝐸$ ·,· ∈ 𝑅%×'×( is a domain-specific feature extractor, 𝑆$ ·,·,· is defined as
the cosine similarity between the features extracted from the generated sample and the source 
image :

Ø Suppose 𝐸! ·,· ∈ 𝑅%×'×( is a domain-independent feature extractor , 𝑆! ·,·,· is defined as 
the negative squared L2 distance between the features extracted from the generated sample and 
the source image :

𝑆$ 𝑦, 𝑥), 𝑡 = cos(𝐸$ 𝑦, 𝑡 , 𝐸$ 𝑥), 𝑡 )

𝑆! 𝑦, 𝑥), 𝑡 = − 𝐸! 𝑦, 𝑡 − 𝐸! 𝑥), 𝑡 *
*



Choice of Energy

Ø Domain-specific feature extractor：

Cat or Dog?

the all but the last layer of a classifier

source target

time embedding

Zhao et al, NeurIPS 2022

noise



Choice of Energy

Ø Domain-specific feature extractor：

Cat or Dog?

the all but the last layer of a classifier

source target

time embedding

noise

Zhao et al, NeurIPS 2022

Ø Domain-independent feature extractor :

low-pass filter



Energy-Guided Stochastic Differential Equations ( EGSDE )

Zhao et al, NeurIPS 2022

pretrained

targetsource

training data

source image

known



Solving the Energy-guided Reverse-time SDE

Zhao et al, NeurIPS 2022

Euler-Maruyama 
solver



EGSDE as Product of Experts

Zhao et al, NeurIPS 2022

Transition kernel
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EGSDE as Product of Experts

Zhao et al, NeurIPS 2022

Transition kernel

EGSDE Euler-Maruyama 
solver

Equivalent



EGSDE as Product of Experts

Zhao et al, NeurIPS 2022

t = 0

realistic expert 1 realistic expert 2 faithful expert

source image translated image



Energy-Guided Stochastic Differential Equations ( EGSDE )

Zhao et al, NeurIPS 2022



Results
Realistic Human Evaluation, BothFaithful

: 𝜆! = 500, 𝜆" = 2,𝑀 = 0.5T
: 𝜆! = 700, 𝜆" = 0.5,𝑀 = 0.6T

Zhao et al, NeurIPS 2022



Results

: 𝜆! = 500, 𝜆" = 2,𝑀 = 0.5T
: 𝜆! = 700, 𝜆" = 0.5,𝑀 = 0.6T

EGSDE outperforms the SBDMs-based methods in almost all metrics

Zhao et al, NeurIPS 2022



Results

: 𝜆! = 500, 𝜆" = 2,𝑀 = 0.5T
: 𝜆! = 700, 𝜆" = 0.5,𝑀 = 0.6TEGSDE outperforms the current state-of-art GANs-based methods

Zhao et al, NeurIPS 2022
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Results

Cat Dog Wild Dog Male Female

Source Ours Source Ours Source Ours



The function of each expert

Input Output
realistic expert realistic

𝜆! = 0 𝜆! = 1500

faithful

𝜆" = 0 𝜆" = 150

faithful expert

Zhao et al, NeurIPS 2022



The choice of initial time M

Source M = 0.3T M = 0.4T M = 0.5T M = 0.6T M = 0.7T



EGSDE in a big picture



The Connection with Classifier Guidance
Zhao et al, NeurIPS 2022

EGSDE: a general framework that employs an energy function with 
domain knowledge to guide the inference process
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The Connection with Classifier Guidance
Zhao et al, NeurIPS 2022

EGSDE: a general framework that employs an energy function with 
domain knowledge to guide the inference process

Classifier Guidance

The classifier guidance can be regarded as a special design of energy function
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What’s next?

• Equivariant energy guidance

• Evaluated in inverse molecular design

Controllable 3D molecule generation
Bao & Zhao et al., arixv 2022



Thank you!
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